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            Abstract
          
        

        
          본 논문에서는 해상에서 UAV의 함상착륙을 위한 접근 및 착륙 과정에서 강화학습에 기반한 경로계획 기법을 제안한다. 제안된 모델은 연속적인 행동영역에 적용이 가능한 대표적인 강화학습 알고리즘인 심층 결정론적 정책 기울기(DDPG) 방식을 이용하여, 이동 장애물에 대한 회피와 함정의 3축 운동을 고려한 경로추종문제를 다루었다. 본 연구의 결과는 시뮬레이션을 통해 보여진다.

        

        
          
            초록
          
        

        
          This paper proposes a path planning model based on reinforcement learning in the process of approaching and landing for shipboard landing of UAV in maritime. The proposed model dealt with the path tracking problem considering avoidance of moving obstacles and triaxial motion of ships, using the deep deterministic policy gradient (DDPG) method, a representative reinforcement learning algorithm applicable to continuous behavioral areas. The results of this study are shown through simulation.
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